An Always-On tinyML Acoustic Classifier for Ecological Applications
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Abstract—Long-term monitoring and tracking of wildlife and endangered species in their natural environment is challenging due to human factors and logistical limitations. We present a light-weight, always-on acoustic classification system that can identify the density of specific wildlife species in an ecological environment where human presence may be undesirable. The system uses a template-based support-vector-machine (SVM) classifier that combines acoustic filtering and classification into an in-filter computing and a hardware-friendly platform. We demonstrate the system’s capabilities for identifying the density of different bird species using ARM Cortex-M4 based AudioMoth hardware. The embedded software, designed specifically for the AudioMoth hardware, can generate the programmable parameters, given limited training samples corresponding to different wildlife species. We show that the system can identify four different bird species with an accuracy of more than 95% and consumes a memory footprint of 14 KB SRAM and 149 KB Flash memory that can run for 48 days on battery without any human intervention.
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I. INTRODUCTION

The field of ecology and nature conservation is being revolutionized by Machine Learning (ML) [1]. ML algorithms can prove to be an essential tool in identifying and locating the density of different bird species in environments where temporal and spatial limitations due to human observation pose a challenge [2]. ML has been used in predicting extinction risk of different species using wildlife sensor data [3] [4]. Many initiatives like Wildlife Insights for wildlife conservation have been started, which relies heavily on data gathered from sensors [5]. One such system can be visualized, as shown in Fig. 1, where an ecological conservation protocol can be triggered based on inputs from always-On acoustic classifiers.

Fig. 1: Ecological Conservation Protocol can be triggered based on inputs from always-On acoustic classifiers

requires full-precision parameters, which becomes a challenge for IoT-based systems. K-Nearest Neighbour (KNN) [12] [13] and Support Vector Machines (SVMs) [14] [15] have known to perform well with sparse training data. However, SVM is more robust to outliers since only support vectors determine the classification boundary, and noisy outliers don’t affect the classification of the system [16] [17]. Also, the convexity of SVM ensures retraining is stable and interpretable [18].

Due to power and resource constraints, more often than not, preprocessing of the sounds is a challenge to implement on tinyML systems. In this paper, we present a bird density detection system using the in-filter classification system described in [19]. Here, the acoustic front-end is the neuromorphic cochlea-based system that acts as the preprocessing unit and also the non-linear SVM kernel. The resulting template-based SVM architecture [20] can be used to identify critically endangered bird species by tuning the Cascade of Asymmetric Resonators with Inner Hair Cells (CAR-IHC) filters [21]. We show the successful deployment of this system on a smart acoustic device, i.e., AudioMoth [22]. This IoT-based system identifies the density of bird species in an area using the classification data from the device and is capable of running on battery power.

II. DESIGN AND METHODOLOGY

Our system is proven computationally efficient, with user-defined resource constraints leveraging in-filter computation by using CAR-IHC filters, requiring less training data. The
CAR-IHC filters acting as feature extractors are computationally less expensive than Mel Frequency Cepstral Coefficients (MFCCs) that typically include log-domain operations [19]. These attributes make it ideal for deployment as a tinyML acoustic classifier for rare species detection. We use AudioMoth hardware and a unique software framework for quick and easy deployment.

**A. In-Filter Compute Classification**

We have developed a software implementation of in-house designed template-SVM formulation [19]. As shown in Fig. 2, the audio samples are provided to the CAR filters that are tuned to the required application, i.e., bird species identification. Further, the processed samples are passed through IHC filters. The IHC filters are mathematically modeled as half-wave rectifiers. The output of these filters is summed over the audio samples and normalized to get the templates. The template-SVM formulation can be expressed as,

\[ f(x_n) = \sum_{p=1}^{P} Q_p \Phi_p(x_n) + b. \]

Here, \( x_n \in \mathbb{R}^W \) is constructed using a window \( x_N = \{x_n, x_{n-1}, \ldots, x_{n-W+1}\} \) at a time-instant \( n \) for previous \( W \) samples of input signal \( x_n \). \( Q_p \in \mathbb{R} \) and \( b \in \mathbb{R} \) are parameters that are determined by a template-SVM training which is described in [19]. The key advantage of template-SVM training is that the memory and computational footprint of the ML architecture can be constrained by the number and the nature of the template functions \( \Phi_p : \mathbb{R}^W \rightarrow \mathbb{R} \) with \( p = 1, \ldots, P \), while retaining the large-margin properties of conventional SVM training [18]. In this work, the template functions represent \( P \) CAR-IHC filters used as feature extractors as shown in Fig. 2.

**B. AudioMoth as the acoustic classifier device**

AudioMoth hardware is an ARM Cortex-M4 microcontroller based system [22] [23]. It has been widely used as a low-cost acoustic data logger for ecological purposes. It has an EFM32 Gecko 32-bit processor with an operating speed of 48 MHz. There is 256 KB of Flash RAM along with 32 KB internal and 256 KB external SRAM. It can store audio recordings of uncompressed WAV files in an SD card which supports up to 128 GB. The software used for programming the hardware is open-sourced and employs the low-level programming language, C. It has internal operational amplifiers to strengthen the analog microphone signal without additional external components and has sufficiently low energy consumption to allow powering by three lithium AA-cell batteries.

**C. Software Design and Framework**

A bare-metal implementation of template-SVM inference is designed and written in C and is incorporated into AudioMoth firmware.

We have designed an easy to deploy framework as a one-stop solution to incorporate different bird species classification for AudioMoth. As shown in the Fig. 3, the entire framework is run using a single user-friendly interface. The interface reads the audio dataset and chops the audio samples into a user-defined time frame and amplitude threshold. It also has a feature to discard the samples by listening to the chopped audio samples and curates a clean dataset. The chopped audio dataset is segregated into train and test samples. These train audio samples are used to train the template-SVM model using one vs. all training and exports the weights (\( Q_p \)), bias (\( b \)), and also parameters defined during the model training, i.e., Sampling rate (\( F_s \)), Number of filters (\( N_{filter} \)) and Number of classes (\( N_{classes} \)), that are described in header files. Further, the model is tested on the test audio samples, and the accuracy of each bird species is reported. Finally, the trained parameters are included in the AudioMoth firmware which has inference engine programmed on it. The entire firmware is complied, and a binary machine file (.bin file) is generated.

**D. System Design**

The AudioMoth device can be configured to sample audio up to 384 kHz. The gain of the audio samples is set to be
32 dB, and it is time-synchronized with the local time of the programming computer. Fig. 4(a) shows the deployment setup of AudioMoth in an ecological environment. It is programmed to work for 24-hours with zero-sleep cycles, making it an always-on system.

Fig. 4(b) describes the data flow of audio samples and the implementation of template-SVM. Initially, the Analog MEMS Microphone is enabled, and the 16-bit audio samples are transferred through the Direct Memory Access (DMA) to the internal SRAM. Using DMA as a transfer protocol without involving the Cortex-M4 processor during the data flow can optimize the device for low-power consumption. The internal SRAM works as a ping-pong buffer that simultaneously acquires and transfers the audio samples from the microphone and to a ring_buffer on the external SRAM. The ring_buffer is an 8-element buffer with a buffer size of 32 KB. Hence it can accommodate 16-kilo samples per second (KS/s). The 16-kilo samples as an audio chunk, i.e., one-second audio, are written into the ring_buffer using the write_pointer. The read_pointer points to 16-kilo audio samples and is passed as an input to the template-SVM inference and, the weights and bias are fetched from the FLASH memory. The one-second audio data is processed, and the classification results are dumped into a detection log stored along with time-stamps in the SD card. The processed audio chunk is transferred into the SD card using the read_pointer based on the classification result, and the read_pointer is incremented. This data gets processed in real-time as long as write_pointer > read_pointer and the classification results are dumped continuously on SD Card. The demonstration of this system is available at [24].

III. RESULTS AND DISCUSSION

The template-SVM model is trained on 4-different bird audio samples (Common Cuckoo, White Throated Kingfisher, Asian Koel, and Red Wattled lapwing). All the recordings are sampled at 8 kHz and trained on 100 samples. TABLE I shows the accuracy values of both training and testing. The template-SVM model is able to classify the different species with accuracies greater than 95%.

With the minimal data samples, template-SVM can perform very well. This could be used in the case of critically endangered bird species where the recordings of those birds are limited. We have selected Forest Owlet and Spoon Billed Sandpiper, which are tagged as globally threatened birds, and their audio samples are very limited. We have collected only available audio recordings of Spoon Billed Sandpiper [25] [26] and Forest Owlet [27] [28] from xeno-canto and e-bird community, the global repositories for bird sounds. Out of these recordings, we have extracted 50 clean audio samples of both the birds using the proposed framework. Fig. 5 shows the accuracy of the model against the number of samples available for the training. The template-SVM performs significantly well with a limited number of audio samples in the training dataset. We have incorporated an optional noise class for segregating the environmental-specific noise for better robustness on the hardware to eliminate misclassification.

Often in real-world scenarios, the SNR of the bird chirps depends on the distance the AudioMoth is acquiring the sound signatures. To understand the system’s coverage area, we have analyzed the maximum distance at which the system is able to detect the bird sounds. It is practically observed that the system could classify sounds up to 13 meters radius. Multiple systems are used across the hotspot region of endangered species to cover larger areas.

The entire system, including template-SVM inference, consumes a small memory footprint of 14 KB SRAM and FLASH memory of 149 KB on AudioMoth. The weights and bias
consume 2.7 KB for four different bird species. With 256 KB of FLASH memory available on the board, we can approximately accommodate 35 more bird species. Also, with the increase of bird species, the number of training samples should proportionally increase to retain accuracy of the system. The overall current consumption of the AudioMoth is measured by sourcing 4.5 V, and it is reported to consume 9.1 mA of current. So, the daily battery capacity consumed by the AudioMoth is 218.4 mAh. With three AA batteries of 3500 mAh capacity, it can last for 48 days with the bird recordings on SD card and higher battery capacities like 6 V, 26000 mAh can be used for long-term deployments up to 6 months.

This system can generate valuable information regarding bird species. The following are the insights we derived:

- It can determine the number of occurrences of bird species, i.e., the density of birds in a particular area.
- For critically endangered species, it can be used to detect bird habitats by deploying this system across different places.
- Analysing the timestamps in the detection log can help us understand the seasonal migrations patterns to a location when deployed for long durations.

IV. CONCLUSION

In this paper, we presented a unique always-on tinyML acoustic classifier that can monitor and track ecological wildlife. To demonstrate the capabilities of this system, we used AudioMoth hardware to identify four different bird species with minimal resource footprint and can last up to 48 days on three AA batteries. The potential of identifying rare species or even the presence of previously assumed extinct species is possible as our system can train on limited or sparse data. Such hardware can be deployed in remote ecological locations, and the density data can be reviewed after a few days to provide necessary species protection. We also developed a software framework for AudioMoth hardware, resulting in the flexibility of training different species and enabling easy system deployment. We intend to extend this system to create a species map of entire forests using multiple deployments and wireless transmissions to control the systems. We can also improve and extend the battery life in such scenarios by leveraging energy harvesting and making a self-sustained system. This would result in easy tracking and monitoring of wildlife ecosystems with the least human intervention.
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