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Abstract—There is a growing body of evidence that suggests
that the neurons in the brain calculate the posterior probability of
states and events based on observations provided by the sensory
neurons. Based on this hypothesis, a neuromorphic framework
is proposed, where the sensory neurons of the dragonfly make
noisy observations of the fruit fly and uses the underlying Hidden
Markov Model (HMM) to track the fruit fly in two dimensional
space. The dragonfly estimates the target position by solving
the Bayesian recursive equations online. This work presents a
novel approach for implementing probabilistic networks using
sub-threshold analog neuromorphic circuits, with the ability to
perform the computation in real-time. This framework will pave
the way to build complex probabilistic algorithms based on
HMMs for low power real-time applications.

Index Terms—Bayesian Inference, Bayesian Tracking, Trans-
linear Circuits, Current Feedback, Winner Take All

I. INTRODUCTION

Bayesian systems find numerous applications in object
tracking [1] - [3], source localization [4], video analytics [5]
etc.. Also, there is a growing body of evidence that suggests
that the neurons in the brain calculate the posterior probability
of states and events based on observations provided by the
sensory neurons [1]. These systems are usually implemented
in software. But for large systems, a real time implementation
using software model is not feasible. This mandates the need
for hardware implementation and many existing works [6] -
[8] have realized the same. Murray [7] has developed pulse
based mixed signal neural circuits. Thakur et al. [8] [9] have
implemented an FPGA based stochastic design.

The existing realizations, being primarily digital are power
and area intensive and cannot be scaled to mimic larger
biological systems. In this work, the aim is to implement a
Bayesian Tracking model (proposed by Paulin et al. [1] and
discussed in detail in Section II-A) using a set of reusable
analog neuromorphic blocks. Such an implementation would
help in reducing the power and area consumption, thereby bet-
ter mimicking the biological systems. Since the mathematical
framework of all Bayesian systems remain the same, these
blocks can be used to implement other Bayesian systems as
well, thereby, demonstrating the potential of building proba-
bilistic algorithms in hardware using a single set of building
blocks with the ability to perform these computations in real-
time for low power applications.

The proposed Bayesian system [1] [10], describes how the
neurons in the optic lobe of a dragonfly could infer the future
location of a fruit fly based on the sensory spikes generated
as the fruit fly passes in front of the dragonfly’s retina. The
tracker learns the transition model for target movement, and

the observation model for the noisy sensors, and uses these to
estimate the target position by solving the Bayesian recursive
equation online.

II. ALGORITHMIC FRAMEWORK

An algorithmic framework similar to the one described in
[8] is used. The main contribution of this work is to show
the implementation using sub-threshold analog circuits for low
power and low form factor applications.

A. Bayesian Fly Tracking

Bayesian Fly Tracking Model (BFTM) models the cognitive
system of a dragonfly which tracks the fruit fly in the presence
of background noise. The sensory neurons of the dragonfly fire
spikes probabilistically, if there is a fruit fly or a distractor
(noise). Some simplifying assumptions are made:
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Fig. 1: Dragonfly’s field of vision: There are MxM sensory neurons
(SN) and the dragonfly’s field of vision is divided into MxM regions. The
corresponding SN may fire due to the presence of a distractor or fruit fly. For
example, SN(y 1y and SN(ps 1 ar) (black spikes) fire due to presence of
distractors whereas SN(3 a7_1) (green spike) fires due to presence of fruit
fly. There is no activity at the other sensory neurons. Also, the transition
probabilities are shown as ps, pPn, Pe and pqy.

1) There is only one fruit fly in the field of vision of the
dragonfly, spanned by MxM sensory neurons as shown
in Figure 1.

2) The motion of the fruit fly is restricted to two dimensions
and it can move only one step in unit time (defined by
the firing rate of the sensory neurons). One can associate
probabilities to each of these movements - move west



(pw), move north (py,), stay (Pstay), move south (p,) and
move east (pe).

Some probabilities relevant to the BFTM are discussed
below. [8]

1) The probability of distractor at position k, is P(d) = 5.

2) The probability of firing of the k*" sensory neuron(Sy),
either due to a fruit fly(fx) or a distractor(dy) is P(Sy |
fx,dy) = a. The probability ’a’ models the non-ideality
of the sensory neuron.

3) If there is a fly in the receptive field of the k*" sensory
neuron, then it will fire with a probability «, independent
of what is in its receptive field.

(8%
Ly = ’
e

4) If there is no fly in the k*" sensory neuron’s receptive
field, then there is a distractor with probability . The
marginal likelihood for no fly in this state are:

S when fj,
Si; when fi,

Sk when fk and dj,
S;, when fk and dj,

_ ) B,
Loy = {1—045,

B. Bayesian Inference

The aim of the BFTM is to estimate the probability that the
fruit fly is at position k given the sensory neuron at position
k fires, i.e., P(fx|Sk).
P(Sk| fi)-P(fr)
P(fx|Sk) =
(f&|Sk) PSy)

B L. P(fx)
L. P(fx) + LOk~P(fk%1)
Here, P(fx|Sk) represents the required posterior probabil-
ity, P( fi) represents the prior probability that the fly is present
at position k, Log and Ly represent the likelihood functions
discussed in Section II-A.

C. Proposed System Overview
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Fig. 2: BFTM architecture: SN, PB, PG and WTA are Sensory neuron,
Posterior Block, Prior Generation Block and Winner Take All Block respec-
tively. Lo and L represents the Likelihood Generator Block. Here, the
probabilities P; ;, represent the posterior probability of the (7, k)t path.

Proposed architecture for the Bayesian Fly Tracker is shown
in Figure 2. There are MxM fly positions (the dragonfly’s
field of view is divided into MxM regions) and MxM parallel
inference paths, one corresponding to each fly position. Each

inference path consists of a Sensory Neuron (SN), a pair of
Likelihood Blocks, a Posterior Block and a Prior Generation
Block. Sensory Neurons produce a spike when a fly or a
distractor is present at the sensor position. This spike is fed
to a pair of Likelihood Blocks, each of which computes the
likelihoods Loy and Ly. Output of the Prior Generation Block
is the prior probability of each state. These prior probabil-
ities are fed back to the Posterior Block whose other input
comes from the Likelihood Block. Posterior Block uses these
inputs to compute the posterior probability of each state using
Bayes’ theorem. The (j, k)*" Prior Generation Block takes the
posterior probability computed in the (j, k)*" position and in
the four adjacent positions namely (j-1,k), (j,k-1), (j+1,k) and
(j,k+1) as inputs to compute the prior probability for the next
time step. Posterior probability computed in each path is fed
to a Winner Take All Block which estimates the fly position
using the Maximum A Posteriori (MAP) probability.

D. MATLAB Simulation Benchmark
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Fig. 3: BFTM Simulation Result: The mismatches between the actual
position (’x’) and the predicted positions (*(’) are highlighted using a
rectangular box. In this figure, the two dimensional 5x5 grid is linearized
as a state space, S = 5%(X-1) + Y.

a=08 | a=08 | a=09 | a=0.95
8=0 96 98 98 98
5 =0.1 70 82 88 90
5 =02 66 70 74 82

TABLE I: Accuracy (%) as a function of « for different values of 3
To study the performance of the BFTM, the model was

implemented in MATLAB. The BFTM achieves an accuracy
of 82% (refer Figure 3). The simulation was carried out with
a=0.95 and $=0.2. The movement of the fruit fly is completely
random subject to the probabilities {p., P, Pstays Ps» Pe }- The
transition probabilities {pu,, Dn, Dstay» Ds> pe} were chosen to
be {0.05, 0.05, 0.15, 0.05, 0.7} for the inference, but can be
learnt using maximum likelihood estimates. In this work, only
the implementation of the inference path is shown.

ITII. CIRCUIT IMPLEMENTATION

In the circuit implementation, the probabilities are repre-
sented by currents and a normalization current I, corre-
sponds to a probability of one. From equation (1), it can be



seen that the circuit must perform mathematical operations
like addition, multiplication and division. Addition of two
currents is achieved by simply shorting the two branches. The
other building blocks (described briefly in Section II-C) are
discussed below.

A. Analog Multiplier/Divider Circuit

Figure 4 shows the circuit diagram of an analog multi-
plier/divider operating in weak inversion region. Transistors
MO0-M3 form a closed loop in which MO and M1 are connected
in counter-clockwise direction and M2 and M3 are connected
in clockwise direction. Applying trans-linear principle [11] to
this loop,

Lot = % @)
b &
e [ [

lout
Mo I { M2 !

Fig. 4: Analog current multiplier/divider (CM/CD) circuit; reproduced from
[12]

B. Likelihood Block

As defined in Section II-A, the likelihood Ly is P(Sk|fx)
when there is a spike and is P(Sy|f) when there is no spike.
So, the behaviour of the likelihood block is similar to a current
multiplexer which selects one out of the two currents at a
time and the spike input acts as the select line. In Figure 5,
transistors M0O-M3 acts as switches and transistors M4-M7 and
M8-M11 form cascode current mirrors. I;,,1 flows to the output
when spike input is high and I;,» otherwise.
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Fig. 5: Likelihood Block Circuit Implementation
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C. Posterior Block

Posterior Block calculates the posterior probability corre-
sponding to each fly location from the prior probabilities and
likelihood function using Baye’s equation. So, the Posterior
Block is basically the implementation of Baye’s equation,
which is given below.

[ le.P(fk) _
post Liu-P(fi) + Lox.P(fr)
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Fig. 6: Posterior Block Circuit Implementation

Figure 6 shows the circuit implementation of equation
(3). Here, CM1, CM2 and CD represent the analog multi-
plier/divider circuit presented in Section III-A. As shown in
the figure, L; and P(f) are the input currents to CMI. L
and P(f) are the input currents to CM2. Outputs of CM1 and
CM?2 are added to form the denominator whereas the output
of CM1 itself forms the numerator. CD performs the division
operation. I,,,., 18 applied to the third input of multiplier and
divider for the purpose of normalization.

D. Prior Generation Block

At the outset, all the MxM paths have the same prior probabil-
ities. But, as the fruit fly moves, the prior probability of each
path gets modified. The purpose of the Prior Generation Block
is to re-calculate the prior probabilities for each of these paths.
Since the fruit fly’s movement is limited to 2-D as discussed
in Section II-A, the prior probability is given by

p;DTiOT(xa y) = Pw *ppost(x; y+ 1) + pn * ppost(x + 1, y)

+ pstay * ppost (-T7 y) + Ds
* ppost(aj -1, y) + De *ppost(37> Yy— 1)
where pprior(x,y) denotes the generated prior, ppest(z,y)
denotes the posterior probability of the (x,y) path and {p,,
Dns Dstay» Ps» Pe } denotes the transition probabilities discussed
in Section II-A.

Figure 7 shows the circuit implementation of the Prior
Generation Block. In the figure, CM0O - CM4 represent the
current multipliers used to carry out the multiplications in
equation (III-D) and TX0 - TX2 represent transmission gates.
The aim is to feedback this current (I,.;,,-) to the Posterior
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Fig. 7: Prior Generation Block Circuit Implementation

Block, with a delay of one clock cycle. This delay is necessary
for the stability of the feedback loop (Prior Generation Block
to Posterior Block).

When the CLK is low, TX0 is ON and the gate voltage that
causes Iprior to flow through MO is sampled onto capacitor
C1. During this interval, both 7X/ and 7X2 are OFF and no
current flows through M7-M2. When the CLK goes high, 7X0
is OFF and both 7X/ and 7X2 turn ON. During this interval,
Ig1 = I42 = I)i0r provided MO and M1 are matched ((W/L)o
= (W/L),). Also, the gate voltage that causes Ip, i, to flow
through M2 is sampled onto capacitor C2 and Ig3 = Iz =
Iprior = Iprior b, provided M2 and M3 are matched ((W/L),
= (W/L)3). The capacitor C2 ensures that the output current,
Ipriorfo(k) = Lyrior(k — 1) over the entire clock.

E. Winner Take All Block

The Winner Take AIl(WTA) Block, as the name suggests,
determines which of the MxM paths have the maximum
posterior probability and thereby determines the most likely
position of the fruit fly at a given point in time. The circuit is
reproduced from [13], [14]. The operation of the Winner Take
All Block may be summarized as,

IoutX ~ Ib7 if IinX > Iink vk 7& X

IV. PoST LAYOUT SIMULATION RESULTS

The complete system was implemented in TSMC 180nm
technology and the tracking performance was verified by
carrying out the post layout simulation in Cadence Virtuoso
environment. A constrained spike input (subject to probabili-
ties &, 3, Pn, Pw» Dstay> Pe and py) is fed as the input to both
the software tracking model (implemented in MATLAB) as
well as the circuit implementation. To quantify the accuracy,
the outputs of the circuit implementation (post-layout) and the
MATLAB model are compared. Figure 8 shows the layout of
the entire design. The total area of the design is 0.067mm?.
The maximum clock frequency of the system is 250 KHz. If
the clock frequency exceeds 250 KHz, then the output current
of the Prior Generation Block fails to settle, thereby reducing
the accuracy.

Fig. 8: Layout of the entire design. The red box shows the layout of a single
inference path.

A. Trade-off between accuracy and power

Table II shows the accuracy as a function of the normalization
current. The accuracy increases with normalization current for
Iorm < 200nA and decreases for I, > 200nA. For small
values of I,,,rm, the error due to the offset introduced in the
fedback current (by the Prior Generation Block) constitutes a
larger percentage thereby reducing the accuracy. As I,,opm, 18
increased, the multiplier becomes non-linear thereby reducing
the accuracy. Table III shows the accuracy for different values
of transition probabilities.

Lyorm (nA) 50 | 75 | 100 | 150 | 200 | 250
Circuit Accuracy (%) | 70 | 72 | 76 | 80 | 82 | 76

TABLE II: Accuracy as a function of the normalization current

Pn Pw DPstay De Ps Matlab (%) | Circuit (%)
0.1 |035] 03 |[005| 02 92 90
0.05 | 0.05 | 0.15 | 0.7 | 0.05 82 82
0.3 0.1 0.05 | 04 | 0.15 78 78

TABLE III: Accuracy (%) for different transition probabilities using Irnorm
= 200nA

V. CONCLUSION

The present work shows the implementation of a Bayesian
Fly Tracking Model using analog neuromorphic circuits. Since
all the transistors used for computation are operating in weak
inversion region, currents are in the range of few hundreds
of nA (<200nA for maximum accuracy). Maximum accuracy
of 82% (same as that of the software model) was achieved
for a power of 0.15mW (for a 5x5 grid with clock frequency
= 25 KHz). As discussed in Section IV-A, accuracy depends
on the normalization current I,,orp,. AS I0rm 1S increased
from 50nA to 200nA, accuracy increases from 72% to 82%.
This presents a trade-off between power and accuracy and the
resulting choice of normalization current (1,,,.,) depends on
the application at hand. The design of a 5x5 grid occupies an
area of 0.067mm? which is considerably small. The existing
system can be scaled from MxM paths to PxQ paths with very
little effort, as scaling up requires only replication of the exist-
ing fundamental blocks. The proposed system would help to
develop more complex probabilistic neuromorphic algorithms
on analog VLSI substrate for low power applications.
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