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Abstract— As the integrated circuit (IC) technology advances
into smaller nanometre feature sizes, a fixed-error noise known as
device mismatch is introduced owing to the dissimilarity between
transistors, and this degrades the accuracy of analog circuits.
In this paper, we present an analog co-processor that uses this
fixed-pattern noise to its advantage to perform complex computa-
tion. This circuit is an extension of our previously published train-
able analogue block (TAB) framework and uses multiple inputs
that substantially increase functionality. We present measure-
ment results of our two-input analogue co-processor built using
a 130-nm process technology and show its learning capabilities
for regression and classification tasks. We also show that the
co-processor, comprised of 100 neurons, is a low-power system
with a power dissipation of only 1.1 µW. The IC fabrication
process contributes to randomness and variability in ICs, and
we show that random device mismatch is favorable for the
learning capability of our system as it causes variability among
the neuronal tuning curves. The low-power capability of our
framework makes it suitable for use in various battery-powered
applications ranging from biomedical to military as a front-end
analog co-processor.

Index Terms— Neuromorphic engineering, analogue integrated
circuit design, stochastic electronics, neural network hardware.

I. INTRODUCTION

THE shrinking transistor feature sizes have enabled an
increase in switching speeds and memory density, leading

to rapid improvements in computer performance over the last
few decades [1]. At the same time, as technology improve-
ments push us closer to the physical limits of semiconductor
devices, all kinds of process randomness tend to have larger
effects on their performance. This randomness includes mis-
match in device dimensions and doping concentrations that
occur at the nanoscale owing to limitations of the fabrication
process.

Biological systems have been able to overcome many of
the problems similar to those being faced by IC designers,
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to deliver reliable, real-time computation in neural circuits.
Although built from low-performance components, these
neural circuits have themselves been pushed to the extreme
physical limits of their ‘feature size’ by evolution. This serves
as a motivation for the investigation of alternative electronic
and computational architectures based on neurobiological sys-
tems [2]. The goal of neuromorphic engineering is to build
systems that match the performance of biological systems in
challenging tasks such as vision [3], [4].

Our co-processor is inspired from the population coding
present in the nervous system [5]. In this co-processor, which
is based on the Trainable Analogue Block (TAB) framework,
physical quantities are encoded into a population of neurons
using their tuning curves. In our system, the inputs are voltage
signals, which could be outputs from an array of sensors
representing physical quantities in the physical world. In a
biological system, neurons within the same cortical column
have highly heterogeneous responses to the same input stimu-
lus. The heterogeneity of neuronal responses has been thought
to be beneficial for sensory coding when stimuli are decoded
from the population response [6], [7]. The shape of tuning
curves of individual neurons and the heterogeneity of neuronal
responses both affect the quality of population coding and the
accuracy of information processing in the cortex [8]. We have
adopted a similar concept in our co-processor by using a
heterogeneous population of neurons.

Device mismatch has previously been utilised for com-
putation, as proposed by [9]–[12]. Several researchers have
proposed architectures similar to the TAB framework, based
on the Neural Engineering Framework (NEF) [13] or the
Extreme Learning Machine (ELM) [14]. These frameworks
were implemented using spiking neurons that processed the
spike inputs [15]–[17]. Cameron et al. [9] used spike timing-
dependent plasticity to correct process mismatch in an ana-
log system. Basu et al. [10] proposed the first spiking-based
architecture based on the ELM theory. Merkel et al. [11]
showed an architecture similar to ours, but differed in
several aspects, such as they used memristors for stor-
age of weights and performed classification tasks in sim-
ulation. Chen et al. [15] developed a machine learning
co-processor (MLCP) that performs spike-based computation
using ELM. The MLCP encodes the ELM algorithm (with
0.4 μW power for encoding) for spike inputs in many
stages, and the decoding is done separately on a microcon-
troller (MCU). In another work, this MLCP has configured
for digital inputs for machine learning tasks [18]. The TAB
framework that we proposed consists of three neuronal layers,
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Fig. 1. Architecture of the TAB framework. The connections from the
input layer neurons/nodes to the non-linear hidden neurons are via random
weights and controllable offsets, O1 to OM. The hidden layer neurons are
connected linearly to the outer layer neurons via trainable weights. The output
neurons compute a linearly weighted sum of the hidden layer values. Adapted
from [24].

namely input, hidden, and output, in a feed-forward network
(Fig. 1). Fixed random weights connect the input layer neurons
to a much larger number of nonlinear hidden layer neurons,
thus projecting the inputs randomly and transforming them to
a higher dimensional feature space. The output layer neurons
compute the output weights (Wo in Fig. 1) as the product of the
desired output values (Y ) and the pseudoinverse of the hidden
layer neuron output (H +) [19], i.e. Wo = H +Y . Matrix H is
the output of all the hidden neurons for all the input training
data samples. Matrix Y is the collection of the desired output
vectors for the training dataset. Heterogeneity among the tun-
ing curves of the hidden neurons is crucial for faithful encod-
ing of information over the whole range of input stimuli. The
TAB system exploits the inherent randomness (fixed-pattern
transistor mismatch) to create a heterogeneous population of
neurons. We cannot be certain that there would be sufficient
mismatch in a particular technology until after manufacturing.
This uncertainty and risk is managed by introducing a fixed
and distinct systematic offset (Oi , Fig. 1), which helps to
increase the diversity among the tuning curves of the hidden
layer neurons.

II. VLSI IMPLEMENTATION OF THE MISO TAB

In our previous work, we built a Single Input Single
Output (SISO) system using the TAB framework [20]. Here,
we generalise our framework by presenting a neuromorphic
co-processor. A prototype IC with two inputs and a single
output, fabricated in the 130nm technology is presented as
a proof-of-concept for co-processors with many more inputs.
Multiple inputs allow a greater number of problem types to be
solved with the MISO architecture. In general, classification
and regression tasks require multiple inputs, which cannot
be solved with the SISO system. The MISO system is a

Fig. 2. Operational Transconductance Amplifier Circuit. Symbol (left)
and schematic (right) of the circuit.

Fig. 3. Weighted Average Circuit. Schematic showing a Weighted Average
Circuit (WAC) that is built by combining several Unity Gain Follower (UGB)
circuits.

generalisation of the SISO system. Because of the limited
die area, this Multi Input Single Output (MISO) IC was
trained using offline learning, where the learnt weights were
computed off the IC. The MISO system uses the same building
blocks as the SISO, i.e. a hidden neuron and an output weight
block (OWB). The hidden neuron model is implemented using
a differential-pair circuit and performs a sigmoidal nonlinear
operation on its input. The OWB block connects a hidden
layer neuron with the output layer neuron using linear weights.
The OWB is implemented using a current splitter circuit [20].
The MISO system also requires an additional circuit to com-
bine the multiple inputs before passing the randomly weighted
output to the hidden neuron circuit. These random weights
are the result of device mismatch, which arises due to manu-
facturing process variations. In this section, we introduce the
Weighted Average Circuit (WAC) that combines the multiple
voltage inputs and discuss how it is integrated with a hidden
neuron. All our circuits operate in the weak-inversion region of
the transistor, which makes the TAB a very low-power system.
Although transistors operating in the weak-inversion region
lead to a higher mismatch, it is a desired property for our
framework.

A. Weighted Average Circuit (WAC)

We used an Operational Transconductance Amplifier (OTA)
to build the WAC. In Fig. 2, we show an NMOS-based OTA
circuit and the symbol for this circuit.
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Fig. 4. PMOS-based Weighted Average Circuit. (A) Schematic of the PMOS-based WAC (left) and hidden neuron (right). (B) The graph on the left
shows the ideal output (magenta−−) and the actual output (green+) of the WAC (Vavg in schematic A) for two inputs shown in red and blue. The graph
on the right shows the output of the hidden neuron circuit, Ihid , corresponding to a reference voltage, VsysO f f , of 0.35 (blue), 0.5 (magenta−−), and
0.65 (green+).

In an OTA, the output current Iout is given by [21]:

Iout = Ib tanh
V1 − V2

2nUT

where, Ib is the bias current, V1, and V2 are input volt-
ages as shown in Fig. 2, n is the slope factor generally
between 1 and 1.5, and the thermal voltage UT = kT/q , where
k is the Boltzmann constant, T is the temperature in Kelvin,
and q is the charge of an electron. UT is approximately 26 mV
at room temperature (∼300 K).

The transconductance amplifier is biased in the weak-
inversion region of the transistor, thus the current through the
differential pair of transistors M1 and M2 is much smaller than
their specific current [22], i.e.:

Ib � Is = 2nμCox
W

L
U2

T

where, W is the channel-width of the transistor, L is the length,
μ is the mobility of the minority carriers, and Cox is the

gate-oxide capacitance per unit area. For a small differential
voltage, the relationship between Iout and (V 1 − V2) is linear:

Iout ≈ gm(V1 − V2)

where, gm is the transconductance of the amplifier, given
by:

gm = Ib

2nUT

A Unity Gain Buffer (UGB) circuit can be built by con-
necting the negative input of the OTA to its output. This con-
figuration behaves like a controlled conductance with respect
to (V1 − Vout), but does not draw any current from the input
source. A WAC can then be built by connecting the output
of several UGB circuits to compute the weighted average of
several voltage inputs (Fig. 3).

In case of N inputs, the Vout can be expressed as [23]:

Vout =
∑N

i gmi Vi
∑N

i gmi
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Fig. 5. NMOS-based Weighted Average Circuit. (A) Schematic of the NMOS-based WAC (left) and hidden neuron (right). (B) The graph on the left
shows the ideal output (magenta−−) and the actual output (green+) of the WAC (Vavg in schematic A) for two inputs shown in red and blue. The graph
on the right shows the output of the hidden neuron circuit, Ihid , corresponding to a reference voltage, VsysO f f , of 0.35 (blue), 0.5 (magenta−−), and
0.65 (green+).

For two inputs V1&V2, and their corresponding transcon-
ductances gm1&gm2 , the Vout can be expressed as:

Vout = gm1 V1 + gm2 V2

gm1 + gm2

(1)

In the MISO TAB, we integrated the WAC with the hidden
neuron, which implements the sigmoidal nonlinearity, using a
differential-pair circuit, with the bias current controlled by Vb

(Fig. 4A, right panel) and the systematic offset controlled by
Vsysof f (Fig. 4A and Oi, Fig. 1) [20]. The WAC performs
a linear-weighted average as expected by Eq. 1, but only
for a small range of the input voltage because a transistor
enters the weak-inversion saturation mode when the voltage
between its drain and source is more than 4-5nUT . If one of
the inputs is very different, the corresponding UGB circuit
tends towards saturation, which introduces nonlinear effects.
Figs. 4A (left panel) and 5A (left panel) show PMOS- and
NMOS-based WACs, respectively, where Vx and Vy are the
inputs, Vavg is the weighted output, and Vbx and Vby are

the biased voltages corresponding to each input. We have
used a single current-mirror circuit as a load for both the
UGB circuits (corresponding to each input). We can easily
extend this WAC for a large number of inputs by adding
extra differential pairs (one for each input) and keeping a
single current-mirror load, thus saving significant silicon area.
The output of the WAC, Vavg, is connected as an input to
a hidden neuron (right panel in Figs. 4A and 5A) modelled
using a differential-pair circuit. The systematic offset, Vsysof f ,
is another input connected to the hidden neuron. The output
current, Ihid , of the hidden neuron is connected to the OWB.
The circuit simulations in Figs. 4B and 5B (left panel) show
that when gm1 and gm2 are equal, the output of the WAC
(green curve) is not the same as the ideal output (magenta
curve). For the input range used, some nonlinear effects are
observed in the output voltage in the WAC. These nonlinear
effects are much more prominent in the lower and higher input
ranges for the PMOS- and NMOS-based WACs, respectively
(Figs. 4 and 5). In the TAB, there is a WAC corresponding to
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Fig. 6. Schematic showing the first two layers of a multi-input TAB
framework, with alternate P-type and N-type WACs.

each hidden neuron. To minimise nonlinear effects when com-
bining multiple inputs, we have used both the types of WACs,
PMOS and NMOS, alternately in the MISO TAB (Fig. 6),
as they have nonlinear effects in the opposite directions of
the input. In order to keep the nonlinearity balanced, we have
used an equal number of each type of WAC. For example,
some of the regression functions might have nonlinearity in
only one direction, and in such cases, only one type of WAC
may not be sufficient to realize that function. We have thus
used 50 PMOS- and 50 NMOS-based WACs for a total of
100 hidden neurons in our co-processor. The nonlinear effect
in the WAC can also be minimised by using a smaller input
range.

The WACs in Figs. 4A and 5A show that two inputs,
Vx and Vy , are passed through the WAC, which combines
these inputs as a weighted sum, and the weights depend on the
gm corresponding to each input. The voltages Vbx and Vby at
the transistors Mbx and Mby , respectively, set the bias current
(∼ few nanoamperes), which determines the corresponding
gm for each UGB circuit (Figs. 4A and 5A). In the TAB, each
UGB circuit in the WAC will experience a distinct gm , even
for the same bias voltage, due to the variability in Mbcaused
by process variations. These random values of gm act as
random weights in the TAB framework. The mismatch in the
transistors, Mbx/Mby, are modelled as a log-normal distribution
because of the exponential relationship between current and
voltage that results in the random weights. The size (W/L) of
all transistors in circuits shown in Figs. 2, 4, and 5 was set at
280nm/280nm to ease the layout.

III. SOFTWARE MODEL OF MISO TAB

Here, we describe the software simulations of the MISO
TAB for a two input, single output configuration. In our
software model, we have used sigmoidal nonlinearity because
this nonlinearity is used later for the hardware implementation.
We have also modelled in software the monotonic nonlinearity

of the WACs as observed in the circuit simulations (Fig. 4).
We presented the training data to the network, with each
training pair consisting of two inputs and an output. Each
input training value was multiplied by the random weights
for each hidden neuron and projected randomly to 100 hidden
neurons (Fig. 1). We collected the response of the hidden
neurons for every input data point. The output weights were
computed as the product of the desired output values and the
pseudoinverse of the hidden neurons’ output. In the testing
phase, we presented the test input to the network and obtained
a ‘predicted’ output.

The following constraints were imposed in the software
simulations:

• All transistors in the TAB system were biased in the
weak-inversion (sub-threshold) region of transistors. This
limits the input range to a few hundred millivolts because
a transistor enters the weak-inversion saturation mode
when the voltage between its drain and source is equal
to or more than 4-5nUT ∼= 100–200 mV (n could be
in the range of 1–1.5).

• The TAB only supports positive input voltages on the IC.
We can appropriately scale and offset the external inputs
to support the input range of the TAB.

• Similarly, the target functions also need proper scaling
and offsetting (for negative values of the outputs).

• We modelled the values of random weights and random
offsets based on the characterisation of the TAB SISO IC
reported previously [20].

We verified the performance of the MISO TAB by testing
its ability to learn functions of varying complexities–low,
medium, and high. A high-complexity function such as the
sinc function (sinc(π(x2+ y2))) has more inflexions or higher
spatial frequency components. On the other hand, a low-
complexity function such as the square function (x2 + y

2
)

consists of lower spatial frequency components. For a medium-
complexity function, we have chosen sin

(
πx2

) + cos(πy2),
which we refer to as the trigonometric square function.
In order to determine the optimal number of output weight
bits, Wbits, and hidden neurons required for each kind of
function, we varied these parameters and analysed the errors
thus obtained for the square, sinc, and the trigonometric
square functions. Here, error is defined as the RMS value of
the difference between the learnt and target functions, divided
by the RMS value of the target function. As shown in Fig. 7,
12 bits and 100 hidden neurons were sufficient to represent the
square andtrigonometric square functions to achieve an error
less than 0.1, but a higher number of output weight bits and
hidden neurons were required for the sinc function. As shown
in Fig. 8, the TAB MISO system with 100 neurons and 12-bit
output weight was able to learn the square and trigonometric
square functions and performed these regression tasks with
marginal errors of 0.05 and 0.07, respectively. The random
input weights vary according to a log-normal distribution
owing to the exponential relationship between the voltage
and the current of a transistor in the weak-inversion region.
We have characterised (average of 10 trials) the performance
of the square and trigonometric square functions for various
values of the standard deviations as shown in Fig. 9.
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Fig. 7. Characterisation of error in the MISO TAB. The numbers of hidden neurons and output weight bits (Wbits) were varied and the error was
calculated for the functions: (A) Square, (B) Trignometric Square, and (C) Sinc.

Fig. 8. Learning ability of the MISO TAB using 100 hidden neurons and 13-bit output weight resolution. (A) Square function (x2 + y2).
(B) Trigonometric Square function (sin(π x2) + cos(πy2)).

IV. IC RESULTS

A. Neuron Characterisation in the Co-Processor

Our co-processor IC has 100 neuron blocks, each of which
includes a WAC, a hidden neuron, an OWB, and 12-bit shift

registers. Table 1 summarises the system-level features of this
co-processor IC. In the TAB framework, voltage and current
represent the physical variables at the input and output layer
neurons, respectively. All transistors in our system are biased
in the weak-inversion region to create a low-power system.
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TABLE I

FEATURES OF THE TAB MISO IC

Fig. 9. Characterisation (average of 10 trials) of the performance of the
square and trigonometric square functions for various values of the standard
deviations of the random weights.

Thus, the current at the output neurons is in the range of
hundreds of nanoamperes. For measurement purposes, we have
used a current-gain circuit (100×) consisting of two sets of
current mirrors, each with a gain of 10, to amplify the final
output current. This circuit may be unnecessary in actual
applications.

We characterised the tuning curve of each neuron to analyse
the mismatch and differences between the tuning curves in

the absence of systematic offset, by connecting the Vsys O f f

node (Figs. 4 and 5) of each hidden neuron to the same
voltage. We used a bias voltage of 0.15 V and 0.9 V for
all the N-type and P-type WACs, respectively. As shown
in Fig. 10B, the neuronal tuning curves were heterogeneous
due to random device mismatch and process variations in the
fabrication. The output weights of all the hidden neurons were
connected serially as a long chain of shift registers. The output
current of each hidden neuron was probed indirectly through
the ‘OUT’ port of the IC sequentially by writing all ones to
the corresponding output weight and setting all other neurons’
output weights to zero, thus allowing current only from the
selected hidden neuron. Then, we provided two ramp inputs
to the IC such that they covered all possible combinations in
the input space, and measured the current at the output port.
A sample tuning curve thus obtained is shown in Fig. 10A.
We collected the tuning curves for all neurons (Fig. 10B) and
computed the basis functions for these tuning curves by apply-
ing the singular value decomposition (SVD) technique on the
correlation matrix of the tuning curves. The singular values for
all but the first few basis functions were very small, implying
that their contribution in encoding of the inputs was negligible.
Thus, we have only shown the first sixteen basis functions
in Fig. 10D. The shape of a basis function is indicative of the
kind of functions that could be supported or decoded by the
corresponding neuron population. High spatial frequencies in
the basis functions of the framework suggest a high capability
for encoding and learning complex functions.

In Fig. 10C, we show the variations in tuning curves
obtained by changing the bias voltage for the P-type WAC
in the test cell, while keeping the systematic offset of all the
hidden neurons the same and constant. The WAC contains two
followers corresponding to each input. In the WAC, the bias
voltage of one of the followers was varied from 870 mV
to 990 mV, while keeping the other follower at 900 mV
(Fig. 4). Our results show that by controlling the bias voltage
of the WAC, different tuning curves can be obtained, and thus
the heterogeneity among the population of neurons can be
increased.

B. Learning in the MISO TAB

In this section, we use offline learning to show the ability
of the TAB MISO IC to learn by exploiting device mis-
match. We collected all the 100 tuning curves, as explained
in the previous section, and calculated the output weights
external to the IC in the range (−1,1). In Fig. 11, we show two
simple learning tasks to demonstrate the learning capability
of the IC. Using synthetic data, we trained the MISO IC
for the ‘XOR’ problem, a standard nonlinear classification
problem in the machine learning community, with an accuracy
of 98.2% (Fig. 11A). Similarly, we trained the IC to classify
three different types of synthetic data clusters with 96.5%
accuracy (Fig. 11B).

In order to assess the learning capability of the MISO
IC for complex regression functions, we used the mea-
sured tuning curves obtained from the IC without any
systematic offset, but with off-chip implementation of the
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Fig. 10. Characterisations of the hidden neurons (A) Tuning curve
of a neuron (magenta) as a function of two inputs (blue and red).
(B) Variation in the tuning curves of the test cell by varying gm of the WAC.
(C) Tuning curves of 100 hidden neurons in three-dimensional representation.
(D) Top 16 basis functions obtained from the tuning curves of 100 hidden
neurons. Colour maps show the relative magnitude.

decoding component of the TAB, for reasons explained below.
In Fig. 12, we show the training results of the TAB MISO
IC for the square and trigonometric square tasks with an

RMS error of 0.19 and 0.21, respectively, with respect to
the target RMS. The performance of the system could be
improved further by increasing the heterogeneity of the tun-
ing curve population by using systematic offsets [24] Our
results demonstrate the encoding capacity of the system
and show that complex functions can be learnt with the
TAB system.

We encountered two problems while configuring the MISO
IC for learning: (1) Occasionally, a few bits in the shift
registers did not set in the registers correctly, due to the
insufficient driving capability of the clock buffers in the path.
(2) The relationship between the digital weight and the current
gain is nonlinear, which would be insignificant if we used
the IC in a training loop [25]. However, the shift register
for the weights was unreliable in this implementation, and
thus training with the IC in the loop was impossible. Owing
to these problems, it was difficult to train the MISO IC
correctly for complex regression tasks. Therefore, we used
the measured turning curves with ideal off-chip weights to
demonstrate learning. These problems encountered with the
test IC could be easily fixed, as there were no conceptual
issues related to our co-processor architecture. Furthermore,
the accuracy can be improved by using a larger number
of hidden neurons, but we chose to keep only 100 hid-
den neurons due to the restrictions of the size of the die
area.

V. BUILDING DYNAMICAL SYSTEMS USING TAB

The TAB framework developed here is a type of feed-
forward neural network. We could easily extend the capa-
bility of the TAB by connecting multiple TABs together
with feed-back connections to build dynamical systems. Our
future aim is to build a general purpose IC that could be
configured to build any dynamical system by connecting
multiple TABs in an appropriate fashion. Such dynamical
systems could be re-trained and applied to engineering prob-
lems. Eliasmith et al. have modelled various neurobiological
dynamical systems [26] using their NEF framework with
spiking neurons [27], which is similar to the TAB. Here,
we describe a similar approach to build a sample dynami-
cal system, a controlled oscillator, using TABs in software
simulations.

x1 (t) =
∫

(A1x1 (t) + B1 f (x2, u))

x2 (t) =
∫

(A2x2 (t) + B2 f (x1, u))

y (t) = Cx1 (t) + Du (t)

where, x1 (t) and x2 (t) are the state variables of the dynamical
system; u (t) is the input or control variable; y (t) is the
output; A1, A2, B1, B2, C , and D are time invariant coef-
ficients; f (x2, u) = (x2 × u) ; f (x1, u) = (x1 × u), and
are learnt using the TAB (two inputs and single output).
For the controlled oscillator, the values of the coefficients
are:

A1 = 1; A2 = 1; B1 = 1; B2 = −1; C = 1; D = 0
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Fig. 11. Training of the TAB MISO IC for classification tasks. (A) XOR problem, i.e. separating two data clusters (magenta ‘o’ and white ‘v’) by creating
a nonlinear classification boundary. (B) Classifying three different data clusters (magenta ‘o’, white ‘v’, and cyan ‘x’).

Fig. 12. Training of the TAB MISO IC for regression tasks. Training was done using measured tuning curves with decoding done in software, for the
functions: (A) Square (x2 + y2), and (C) Trigonometric Square (sin(πx2) + cos(πy2)).

The integrator can be built using off-chip RC circuits. The
simulation results of this system are shown in Fig. 13.
The frequency of the oscillator is shown to change

as a function of the control variable u(t). Similarly,
any other dynamical system can be modelled using the
TABs.
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Fig. 13. A controlled oscillator. The frequency of the oscillator (blue)
changes as a function of control input, u (pink).

VI. CONCLUSIONS

We have extended our neuromorphic TAB architecture to
generalise it for the multi-input scenario. We presented mea-
surement results of our prototype IC designed in the 130nm
technology for the MISO configuration of the TAB system.
We also showed the learning capability of our co-processor
for various regression and classification tasks. Our TAB
architecture exploits random device mismatch (fixed-pattern
mismatch) and variability in the fabrication process. The TAB
also incorporates systematic offset as a failsafe method to
spread the tuning curves of the neurons. Systematic offset may
be required when there is insufficient random variation among
transistors to produce a distinct tuning curve for each neuron.

Our co-processor performs computation in the analogue
domain, and the output weights are stored in the shift registers.
We have implemented our framework in the analogue domain,
which is superior to digital implementations [28]–[32]. For
example, summation in an analogue circuit is computed simply
using Kirchhoff’s current law by connecting the common
output line. Similarly, multiplication is implemented using the
output weight circuits with a few transistors, while a digital
implementation requires several thousands of transistors for
the same computations. Our system also offers very low power
consumption in the range of a few μW (Table 1). In our
TAB system, the inputs are randomly projected from their
original input dimensionality to a nonlinear hidden layer of
neurons of a much higher dimensionality. The temperature
variation will not affect this random projection. However, it
will affect the learning of the output weights if they have
been learnt at a particular temperature. Therefore, in future
work, we will incorporate temperature as a random variable
and the output weights will be trained considering the range of
temperature. Additionally, the current implementation of the
neurons could face problems owing to the dynamic range of
the input for some applications; however, given the simplicity
of the design, it is a very simple matter to replace the simple
differential pair OTAs with wide-swing OTAs [33] depending
on the applications.

Our system performs classification directly on analogue
inputs without needing to digitise them. This approach could

be easily extended to a larger number of inputs. A larger
TAB could, for instance, be used in a smart camera for
recognising features such as faces or text. We can train the
TAB to implement the analogue equivalent of a Finite Impulse
Response (FIR) filter. By feeding delayed versions of the
output signal back to some of the input nodes, as shown
in Fig. 12 for a dynamical system, we can also implement
the analogue equivalent of an Infinite Impulse Response (IIR)
filter. Furthermore, these filters can be re-trained if the desired
filter function changes.
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