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Abstract

To deepen our understanding of optical astronomy, we must advance imaging
technology to overcome conventional frame-based cameras’ limited dynamic range
and temporal resolution. Our Perspective paper examines how neuromorphic
cameras can effectively address these challenges. Drawing inspiration from the
human retina, neuromorphic cameras excel in speed and high dynamic range by
utilizing asynchronous pixel operation and logarithmic photocurrent conversion,
making them highly effective for celestial imaging. We use 1300 mm terrestrial
telescope to demonstrate the neuromorphic camera’s ability to simultaneously
capture faint and bright celestial sources while preventing saturation effects. We
illustrate its photometric capabilities through aperture photometry of a star field
with faint stars. Detection of the faint gas cloud structure of the Trapezium
cluster during a full moon night highlights the camera’s high dynamic range,
effectively mitigating static glare from lunar illumination. Our investigations also
include detecting meteorite passing near the Moon and Earth, as well as imaging
satellites and anthropogenic debris with exceptionally high temporal resolution
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using a 200mm telescope. Our observations show the immense potential of neu-
romorphic cameras in advancing astronomical optical imaging and pushing the
boundaries of observational astronomy.

Keywords: Optical astronomy, Neuromorphic camera, Photometry, Event-based,
Asynchronous, High dynamic range, High temporal resolution, Meteorite imaging
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1 Introduction

The universe has always been a source of knowledge and holds many mysteries that attract human attention. Our understand-
ing of it is constantly evolving with technological advancements. The evolution of observational technology, from elementary
tools to more advanced telescopes and cameras, has shaped our ability to understand the cosmos. Innovations like Charge-
Coupled Devices (CCD) [1–4] and scientific complementary metal-oxide semiconductor (sCMOS) [5–8] have revolutionized
optical astronomy, allowing us to capture intricate planetary details, detect faint stars or galaxies, and improved our ability
to observe and analyze celestial objects such as asteroids and supernovae [1, 9, 10].

Though many breakthroughs in optical astronomy have been achieved through CCD-based technology, CCD is not used
during full moon night due to bright sky-background conditions. CCD sensors suffer through saturation effects in the presence
of bright sources, thereby constraining their dynamic range, particularly in deep-sky imaging scenarios [11]. CCD sensors are
also susceptible to charge saturation and blooming effects, and while anti-blooming measures are used to mitigate blooming
effects, their use can reduce quantum efficiency [12–14]. The limited readout speed of CCD sensors curtails their effectiveness
in detecting and characterizing rapidly changing or mobile celestial objects [15, 16].

CMOS detectors [17] have undergone rapid advancements, driven by their cost effectiveness and widespread availability
in recent years. They offer distinct advantages over traditional CCD sensors, including high frame rates and generally lower
readout noise. Their adoption in astronomy gained traction with the introduction of back-illuminated models [5, 18, 19].
However, both the CCD and the CMOS sensors synchronize the digitization of pixel arrays at a fixed frame rate predeter-
mined before acquisition, which poses limitations when dealing with dynamic processes occurring at varying timescales [20].
Consequently, telescopes often resort to fast photomultipliers to capture dynamic phenomena with intricate details [21, 22].
This limitation requires sensors that can capture dynamic astronomical events asynchronously to obtain more accurate and
detailed observations.

The handling of the vast amounts of data collected by CCD and CMOS sensors, which lack built-in compression technology,
is a challenging task currently faced by many observatories [23–28]. For example, the Sloan Digital Sky Survey (SDSS)
telescope generates ∼ 200 gigabytes of data every night [29]. The Large Synoptic Survey Telescope (LSST) is expected to
exacerbate this challenge, with an expected nightly data output of ∼ 200 petabytes [30]. To alleviate this data burden, it is
crucial to use imaging sensors that output only relevant data, avoiding storing redundant information such as background
intensities and minimizing noise.

The degradation of the night sky due to light pollution and satellite streaks poses a significant threat to ground-based
astronomy, particularly with the operation of large-scale telescopic facilities [31–34]. These observatories are at a high risk
since capturing faint objects requires longer exposure times and wide-field imaging is performed to detect transient events. A
satellite passing through the observatory’s field of view (FoV) can saturate the sensor for several minutes, impacting significant
observation sessions. The launch of numerous satellites in low-Earth orbits has the potential to severely impact astronomical
observations, necessitating the integration of fast-acting wide-field cameras along with high-precision astronomical cameras.
The fast-acting camera can quickly detect when a satellite is about to enter the astronomical camera’s FoV. Upon detection,
the astronomical camera shutter closes and reopens once the satellite has moved out of the FoV, minimizing disruption to
ongoing observations.

Neuromorphic cameras offer a promising solution to the challenges facing CCD and CMOS sensors. Inspired by the
biological functioning of the eye, neuromorphic cameras represent a paradigm change in visual information acquisition [35–37].
With a high dynamic range of >100dB, surpassing standard cameras’ 60dB, neuromorphic cameras excel in capturing scenes
with diverse brightness levels [38–40]. Performing asynchronously, neuromorphic cameras encode only brightness changes per
pixel [41], substantially reducing data transmission requirements. These cameras operate without shutter speed or exposure
time constraints, sampling light based on scene dynamics rather than fixed intervals [42], resulting in an exceptionally high
temporal resolution of the order of µs [43, 44]. These characteristics make neuromorphic cameras particularly well-suited for
the fast detection and tracking of rapidly evolving astronomical phenomena.

Recent developments in neuromorphic camera technology have sparked considerable interest in the domain of space sci-
ence and technology, particularly for applications such as space environment monitoring [45–47], atmospheric turbulence
characterization [48–50], adaptive optics [50–52], orbit determination [53], space object characterization [54–56], and space-
craft landings [57]. Efforts have been directed towards real-time tracking of space objects [58, 59], both from terrestrial and
space-based observations, employing single and binocular cameras [60] with feature-based detection [46, 61], and clustering-
based algorithms [62]. Studies have explored the detection limits of neuromorphic cameras [47, 63, 64], astrometric calibration,
and source characterization for space imaging [65, 66]. Researchers have investigated using neuromorphic cameras for star
tracking due to their higher operating speeds, which help mitigate motion blur effects [67]. Neuromorphic cameras have also
made their way into space, with installations such as Falcon-Neuro on the International Space Station (ISS) for the detection
of sprites and lightning [68, 69]. Though these studies are promising and highlight the potential use cases of neuromorphic
cameras in space science, a detailed observatory study of the advantages of neuromorphic cameras in the field of optical
astronomy has not been done so far.

In our paper, we comprehensively explore the capabilities and applications of neuromorphic camera technology in astron-
omy. We begin with a detailed explanation of the operational principles behind neuromorphic cameras, followed by an
illustration of their advantages using observations of a full moon night sky. We then present the results of our photomet-
ric analysis of stars, high-dynamic imaging of star clusters, and tracking of fast-moving objects using terrestrial telescopes
in India. We also discuss serendipitous observation of a possible meteorite passing close to the moon’s surface. Finally, we
discuss the various potential applications of neuromorphic cameras and propose directions for future research in this field.
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2 Neuromorphic Camera: Working and Characteristics

Each pixel in a neuromorphic camera includes a photodiode, a difference amplifier, and comparators, which mimic the
functions of photoreceptors, bipolar cells, and on-off ganglion cells in the retina, as presented in Fig.1-[a]. The photodiode,
analogous to photoreceptor cells, detects light intensity. The difference amplifier, similar to bipolar cells, calculates changes
in light intensity. The comparators function like on-off ganglion cells, generating positive and negative events when changes
in brightness exceed or fall below a certain contrast threshold [36, 70–72]. The photodiode converts incoming light into an
electrical current proportional to the light intensity. An amplifier, with transistors operating in the subthreshold region,
transforms the photodiode current into a voltage that varies logarithmically with the intensity, as described by the following
equation:

Vlog(t) =
kT

q
ln

(
Iph(t)

I0

)
where Vlog is the output voltage, k is the Boltzmann constant, T is the temperature (in Kelvin), q is the charge of an electron,
I0 is a reference current, and Iph(t) is the photodiode current. The output of the difference amplifier can be expressed as:

Vdiff(t) = Vlog(t)− Vref

An event pk at time t = tk is generated when

pk =

{
+1 if Vdiff(t = tk) ≥ θup

−1 if Vdiff(t = tk) ≤ θdn

Where θup, θdn are the temporal contrast thresholds for increase and decrease in pixel intensity. After each event
generation, the reference voltage Vref is updated to the current log voltage, Vlog(t): Vref ← Vlog(t = tk).

Each pixel asynchronously relays its x and y coordinates, along with polarity pk and timestamp tk, to the camera bus,
as depicted in Fig.1-[b]. These events traverse from the pixel grid to the output interface using address event representation
(AER) readout [73, 74]. The asynchronous nature of this transmission provides high temporal resolution, effectively mitigating
motion blur in dynamically changing scenes, such as a fast rotating dot on a screen, as shown in Fig.1-[c].

A typical conventional camera pixel consists of a photodiode for light detection, a charge storage component, and addi-
tional circuitry such as a shutter switch and gain unit for processing the captured signal (see Fig.1-[d]). The shutter switch
controls the exposure time, determining how long the sensor is exposed to light. The gain unit adjusts the amplification of
the signal captured by the sensor, allowing for brightness adjustment in different lighting conditions. Once the sensor cap-
tures the analog signal, the Analog-Digital Converter (ADC) converts it into a digital format for processing and storage (see
Fig.1-[e]) [75]. Unlike neuromorphic cameras, which operate asynchronously and transmit event-based data, conventional
cameras acquire information at a pre-defined rate specified by an external clock, such as 30 frames per second (fps). Such
fixed readout speeds often result in motion blur for fast-moving objects, as depicted in Fig.1-[f].

2.1 Advantages of a Neuromorphic Camera

An example scenario is depicted in Fig.1-[g] to highlight the advantages of the neuromorphic camera. The scene features a
night sky with a full moon, accompanied by both bright and faint stars. A faint rocket body passes close to the brightly
illuminated moon while a fast-moving space station crosses the camera’s FoV.

2.1.1 High Dynamic Range

The incident light intensity on a pixel comprises the constant background illumination and the varying brightness of the
source. When transformed into the logarithmic domain, these components get added up. As the neuromorphic camera detects
contrast changes, it effectively cancels out the constant background illumination, leaving only the variations in intensity
due to the source at the output [76]. This high dynamic range capability allows it to capture faint objects such as rocket
debris (Fig. 1-[g.2]) and dim stars (Fig.1-[g.4]) against the bright lunar background. In contrast, conventional frame-based
cameras are significantly affected by the intense moonlight, which diminishes the visibility of these faint celestial features
(Fig. 1-[g.1,g.3]).

2.1.2 High Temporal Resolution

The asynchronous operation of each pixel in a neuromorphic camera, combined with event generation in the analog domain,
enables it to capture dynamic scenes effectively. µs-level precision is achieved through timestamping in the digital domain,
facilitated by a MHz clock [36, 77, 78]. This capability allows the neuromorphic camera to accurately track fast-moving
objects, such as a space station in the night sky (Fig.1-[g.6]), without experiencing motion blur. In contrast, frame-based
conventional cameras, operating at frame rates of 30/60 fps, often encounter motion blur, complicating the localization within
the captured frames (Fig.1-[g.5]).
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Fig. 1 Working principles of neuromorphic and conventional cameras. (a) Structure of a neuromorphic camera pixel, with components analogous
to the human retina: a photodiode (photoreceptor), difference amplifier (bipolar cells), and comparators (on-off ganglion cells), including the trans-
formation of light intensity into the logarithmic domain and the spike generation process. (b) Asynchronous data transmission in the neuromorphic
camera using AER readout. (c) The high temporal resolution of the neuromorphic camera enables tracking of the fast-rotating dot without motion
blur. (d) Conventional camera pixel components: photodiode, charge storage, shutter switch, and gain unit. (e) Conventional camera workflow
showing digital conversion by the ADC and frame generation. (f) Example of a fast-rotating dot in a static background. Frame generation at 30fps
leads to motion blur. (g) Illustration of a full moon night sky showcasing the neuromorphic camera’s ability to capture faint objects like rocket
debris and dim stars with minimal interference from bright moonlight and accurately tracking the fast-moving space station. In contrast, the con-
ventional camera’s output is significantly impacted by intense moonlight and motion blur, obscuring faint objects and blurring the space station.

2.1.3 Event-driven Data Rate

The neuromorphic camera operates as an efficient, data-driven sensor by remaining inactive in static scenes where no
brightness changes occur and only activating in response to dynamic variations [36]. This approach optimizes data storage by
transmitting information solely based on scene dynamics. Conventional frame-based cameras capture both static and dynamic
information, often leading to large volumes of data generation, resulting in high storage and computational demands.

2.1.4 Low Power Consumption

A conventional frame-based camera consumes power due to continuous scene sampling, often leading to higher power con-
sumption, elevating noise, and generating heat, thus requiring cooling mechanisms for longer operating hours. Each pixel in
a neuromorphic camera consumes minimal power, typically in the micro-watt range [36, 43, 79]. Only the parts of the sensor
that generate events use power, which makes the overall power use more efficient. This efficiency may reduce the need for
extra cooling, a benefit for long astronomical observations.

2.2 Limitations of a Neuromorphic Camera

Neuromorphic cameras offer significant advantages in high-speed imaging and dynamic range but present several limitations
in astronomical applications. Like CMOS sensors, neuromorphic cameras utilize photodiode technology, with modern designs
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incorporating 3D stacking to enhance the photodiode area [80]. Despite these advancements, their quantum efficiency, peaking
at 78% at 505 nm, remains lower than that of CCD sensors, which typically achieve over 95% QE [4], making CCDs the
preferred choice for high-sensitivity astronomical observations. Neuromorphic cameras generally have lower pixel densities
than traditional CCD and CMOS sensors, limiting their ability to capture fine details and making them less suitable for
high-resolution imaging of celestial objects.

Unlike CCD and CMOS sensors, which benefit from well-established calibration techniques, such as bias, dark, and flat-
field corrections—neuromorphic sensors lack a standardized calibration approach for astronomical applications. Developing
robust correction techniques to address background noise, sensor artifacts, and response non-uniformity remains an ongoing
challenge. The number of events generated by a neuromorphic camera is determined by changes in contrast within the
scene that exceed the temporal contrast threshold. Consequently, event generation is directly influenced by this threshold,
with lower thresholds producing more events compared to higher thresholds. For accurate photometric measurements, it is
essential to develop a model that accounts for the impact of the temporal contrast threshold on event generation, ensuring
precise data analysis.

2.3 Noise sources in a Neuromorphic Camera

The asynchronous operation of a neuromorphic camera introduces specific types of noise, which can be categorized into
background activity and hot pixels. Background activity consists of unwanted events arising from thermal noise, dark current,
and sensor imperfections. This type of noise becomes more prominent in low-light conditions, where photodiodes struggle
to differentiate between genuine scene changes and random pixel fluctuations. Background activity is typically spatially
uncorrelated and appears randomly across the sensor. On the other hand, hot pixels are defective pixels that continuously
generate spurious events, regardless of actual scene dynamics. These artifacts often result from manufacturing defects,
extended sensor use, or elevated temperatures [81, 82]. Unlike background activity, hot pixels are spatially fixed and can be
detected and mitigated through calibration or filtering techniques.

(a) (b)

Fig. 2 Simulation-based comparison of point source imaging using a conventional and a neuromorphic camera: (a) In a conventional camera,
light is integrated over the exposure duration, producing a Gaussian-shaped intensity distribution. The intensity profiles along the horizontal and
vertical lines passing through the centre of the star exhibit a Gaussian nature. (b) A neuromorphic camera, in contrast, generates events based
on brightness changes caused by atmospheric tip/tilt variations. This results in a doughnut-shaped output after event integration, with distinct
intensity distributions along the horizontal and vertical centre lines compared to the conventional camera.

2.4 Imaging using a Neuromorphic Camera

In astronomical imaging, a point source such as a distant star appears as a Gaussian blur in fixed frame rate cameras due to
the combined effects of atmospheric turbulence, diffraction, and the optical system’s point spread function (PSF), as shown
in Fig.2-[a]. In contrast, a neuromorphic camera captures the atmospheric tip-tilt variations of the incoming wavefront as
rapid fluctuations in the star’s position, generating a continuous stream of distinct temporal events. Rather than averaging
these small perturbations over time as traditional sensors do, neuromorphic vision sensors resolve them temporally. Since
contrast changes are most pronounced at the edges of the blurred profile, events are primarily registered along the periphery,
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while the uniform central region produces fewer events. Thus producing the spatial derivative of a conventional Gaussian
intensity profile so that the star’s reconstructed image assumes a doughnut-like appearance, as shown in Fig.2-[b]. It can be
demonstrated that the flux obtained from the doughnut-like profile is directly proportional to that derived from the Gaussian
profile.

3 Observational Setup and Analysis

The neuromorphic camera was installed on both a large-aperture and a small-aperture telescope to evaluate its performance
under different observational conditions. The 1300 mm Devasthal Fast Optical Telescope (DFOT) at the Aryabhatta Research
Institute of Observational Sciences (ARIES) in Devasthal, India [83], equipped with a Cassegrain focal plane, was utilized as
the large aperture telescope to evaluate the camera’s high dynamic range by observing bright stars, planets, the Moon, and
star clusters. This configuration provided a narrow FoV of 4.16′×2.34′. A 200 mm Dobsonian telescope in Bangalore was used
as a small aperture instrument, offering a wider FoV of 17.8′ × 10′. This setup facilitated the analysis of the high temporal
resolution characteristics of the camera by observing moving objects, which are examined more effectively with a wider FoV.

3.1 1300 mm Devasthal Fast Optical Telescope

The 1300 mm DFOT adopts a Cassegrain design with a focal ratio of four, offering a broad FoV spanning up to 66′. With
a precision servo-controlled fork equatorial mount, the telescope achieves a pointing accuracy better than 10′′ rms and a
tracking accuracy better than 0.5 arc-second/sec for 10 minutes even without its auto guider. Housed within an open roll-off
roof structure for effective cooling (see Fig.3-[b]), the telescope has a motorized filter changer capable of accommodating a
choice of filters at a time, out of the available broad-band UBVRI, SDSS ugriz, and narrowband H-alpha, O[III], and S[II]
interference filters. The Devasthal site, located at a longitude of 79.7° E, latitude of 29.4° N, and an altitude of ∼ 2450 meters
above mean sea level, provides exceptional darkness and sub-arcsecond seeing, making it an ideal location for astronomical
research.

3.2 200 mm Dobsonian Telescope

The 200 mm Dobsonian telescope used in our study is a Newtonian reflector with a 203 mm (8-inch) primary mirror and a
focal length of 1200 mm, yielding a focal ratio of f/6. This configuration provides a FoV of 17.8′× 10′. The primary mirror is
made from BK7 glass with a surface accuracy of 1/12 wave and features 94% enhanced reflectivity coatings. The telescope’s
base incorporates roller bearings for smooth azimuthal movement, facilitating manual tracking of objects across the sky.
Observations were conducted in Bangalore, India, at a latitude of approximately 12.97° N and a longitude of 77.59° E, with
an elevation of ∼ 900 meters above sea level.

3.3 Observational Setup

On the full moon night of November 28, 2023, we carried out observations with the Prophesse Gen4.1 neuromorphic camera
[80] mounted on the 1300 mm DFOT as seen from Fig.3-[a]. The camera was precisely aligned with the telescope’s optical
axis using a custom-designed interface plate (see Fig.3-[c, d]). The detailed specifications and quantum efficiency of the
Gen4.1 camera are presented in Table 1. This setup offered a FoV of 4.16′ × 2.34′ with a plate scale of 0.195′′ per pixel. The
observation plan involved capturing both bright and faint stars on a full moon night, with an observable window ranging
from right ascension (RA) ∼20h to ∼12h and declination (Dec) -30° to 90°, to determine the camera’s limiting magnitude.
Celestial data were collected using Johnson V, B, and R filters.

For the 200 mm Dobsonian telescope, the neuromorphic camera was interfaced directly using a standard adapter. This
setup provided a FoV of 17.8′×10′ with a plate scale of 0.84′′ per pixel. The observation plan focused on capturing fast-moving
objects such as debris, satellites, and potential meteoroids.

Table 1 Gen4.1 Neuromorphic Camera Specifications*

Sensor Resolution
Pixel pitch

(µm)
Fill factor

(%)
Dynamic range

(dB)
Power

consumption (mW)
Gen4.1 1280 x 720 4.86 >77 >100 ∼500

Wavelength 455nm 505nm 625nm 850nm 940nm
Quantum

efficiency (%)
60 78 69 28 13

*Taken from [80] and its datasheet.

3.4 Data Acquisition and Analysis

After integrating the neuromorphic camera with the 1300 mm DFOT and performing an alignment check, we achieved focus
for the test setup. Jupiter was selected as the reference object, and the telescope’s focuser was adjusted until the planet
appeared as a well-defined disk with minimal variance. This configuration was determined to be the optimal focus setting for
observing other celestial bodies. The optimal setting was then programmed into the telescope system, enabling the telescope
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(a)

(b)

(c)

(d)

Gen4.1
Neuromorphic

camera

Interface
plate

Fig. 3 Observational setup for neuromorphic camera-based celestial observations using the 1300 mm DFOT telescope at Devasthal, ARIES, India.
(a) The neuromorphic camera installed at the focal plane of the telescope. (b) Roll-off rooftop moving back to expose the telescope to the night
sky. (c) Close-up view of the neuromorphic camera mounted on telescope using a custom interface plate. (d) The neuromorphic camera integrated
with the interface plate.

assembly to maintain stable focus automatically throughout observations. We observed various celestial bodies ranging from
stars, planets, moons, and star clusters, as seen in Fig.4 at different camera settings as listed in Table 2. In the Gen4.1
neuromorphic sensor, bias settings are measured in IDAC units, which indicate the current that controls the sensitivity of
the camera’s pixels to brightness changes. We fined-tuned the bias settings for each observation based on the target’s stellar
magnitude and contrast, ensuring that faint objects are detected with high sensitivity while noise is minimized. The IDAC-
based design provides stability by compensating for temperature and process variations, which is helpful for astronomical
imaging.

Data were captured in an event-based format represented by tuples (x, y, p, t). We used the 2D histogram technique by
aggregating event counts over fixed time windows per pixel. This allowed us to transform the data into grayscale images for
astrometry and photometry analysis of the celestial data. This approach enabled us to employ conventional astronomical
techniques such as aperture photometry and astrometry, leveraging resources such as the Astropy libraries [84] and the GAIA
DR3 database [85] using the signal processing steps highlighted in Fig.5.

Although the telescope generally tracked the observed celestial objects, specific recordings, such as those of GD 71 and
Trapezium, were captured while the telescope was slewed rather than tracked, resulting in motion drift. To address this,
multiple grayscale frames were generated using time binning, and image registration techniques were applied to correct for
shifts, producing a high signal-to-noise ratio (SNR) composite image. We then performed source localization to count the
stars, followed by aperture photometry and astrometry. To facilitate a comparison between the neuromorphic camera flux
and the GAIA database, we converted the G-band flux to the V, B, and R bands using the standard conversion equations
outlined in the Gaia Early Data Release 3 documentation, as detailed below, where G is the Gaia G-band magnitude,
GBP−RP is the difference between the Gaia blue and red photometric band magnitudes, and B, V,R are the magnitudes in
the Johnson-Cousins photometric system.
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(a) (e)

(c)
(g)

(b)

(d)

(f)

(h)

Fig. 4 Celestial Observations with the neuromorphic camera on the 1300 mm DFOT. False colors are used to emphasize variations in pixel
intensity within the grayscale images for visualization purposes. Images captured include: (a) HIP 9884, V-band magnitude 2, 10s acquisition. (b)
Zoomed view of HIP 9884 showing a donut-shaped profile and the corresponding intensity profile along a marked red line. (c) Jupiter and its moon,
Ganymede, 10s V-band acquisition. (d) Zoomed view of Ganymede with its intensity profile along a marked red line. (e) The multiple star system
SAO 97646, 6′′ separation, 10s V-band acquisition. (f) Zoomed view of SAO 97646, displaying the intensity profile along the red line. (g) SAO
92721, V-band magnitude 5, 20s acquisition. (h) Zoomed view of a star in SAO 92721 with the corresponding intensity profile along the red line.

G− V = −0.02704 + 0.01424×GBP−RP − 0.2156×G2
BP−RP + 0.01426×G3

BP−RP (1)

G−R = −0.02275 + 0.3961×GBP−RP − 0.1243×G2
BP−RP − 0.01396×G3

BP−RP + 0.003775×G4
BP−RP (2)

G− V = −0.04749− 0.0124× (B − V )− 0.2901× (B − V )2 + 0.02008× (B − V )3 (3)

4 Results

This section presents the results of neuromorphic cameras for astronomical imaging. We begin by examining the photometric
response of the neuromorphic camera across V, B, and R bands for a star field that includes HILTNER 600. We then
demonstrate its capability to capture bright and faint objects simultaneously by observing Vega, Betelgeuse, and Trapezium
star cluster in the Orion Nebula. Additionally, we track fast-moving objects, such as the ISS and space debris, without motion
blur using a 200 mm telescope.
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Table 2 Observation Log for 28 November 2023: Objects, Coordinates, and Camera Settings

Object
RA J2000
(h m s)

DEC J2000
(° ’ ”)

Observation
start time
(UTC)

On bias*
(θup)

Off bias*
(θdn)

Stellar
magnitude
(Band)

HIP 9884 02 07 10.40 +23 27 44.70 16:44:31 128 128 2.01 (V)
SAO 92721 01 57 21.058 +17 49 3.20 17:24:27 80 80 5.105 (V)
PSR
B0136+57

01 39 19.744 +58 14 31.73 18:23:07 80 80 13.41 (V)

GD 71 05 52 27.620 +15 53 13.23 18:05:28 78 78 12.78 (B)
SAO 97646 08 12 13.200 +17 38 54.57 19:52:27 100 100 5.79 (V)
Alnitak 05 40 45.527 -01 56 33.26 18:52:23 250 250 1.77 (V)
Jupiter 02 21 45.4 +12 41 31.7 16:40:06 128 128 -2.7 (V)
Ganymede 02 21 47.1 +12 42 02.4 16:40:06 128 128 4.6 (V)
Moon 05 27 49.9 +27 26 05.0 20:08:22 100 100 -12.6 (V)
HILTNER 600 06 45 13.373 +02 08 14.69 17:55:11 78 78 10.44 (V)
TRAPEZIUM 05 35 16.500 -05 23 13.99 20:19:32 80 100 4 (V)

*On/Off bias: Temporal contrast thresholds for generating positive and negative events, indicating an increase
or decrease in contrast at the pixel.

2D
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Fig. 5 Signal processing steps followed to perform photometric analysis on event data captured from the neuromorphic camera.

4.1 Photometric Response

We captured images of both bright and faint stars using different bias settings. Bright stars were imaged with low sensitivity
(high On/Off biases), while faint stars were captured with high sensitivity settings (low On/Off biases). The variation in bias
settings complicates the comparison of photometric results across the dataset, as different biases affect the number of events
and, consequently, the measured flux. To evaluate the photometric performance of the neuromorphic camera, we conducted
photometry on a star field containing the star HILTNER 600. The comparative results, shown in Fig. 6, demonstrate a linear
relationship for faint stars with V-band magnitudes ranging from 10 to 16.25.

We calculated the star magnitudes using the derived relationship between the computed flux and the true flux from GAIA.
We then assessed the error percentage between the computed and true star magnitudes, remaining within 3%, Fig. 6-[c].
Employing a precise calibration technique for the neuromorphic camera will enhance flux estimation accuracy and improve
star magnitude calculations.

4.2 High Dynamic Range Imaging

The Trapezium star cluster is a challenging target due to its blend of bright stars, faint stars, and even fainter dust cloud
structures. With a CCD camera on a moderate-sized telescope, imaging these faint features usually requires several minutes
of integration time, often leading to saturation of the brighter stars. Our observations addressed this challenge by slewing
the telescope using a neuromorphic camera. This approach takes full advantage of the camera’s high dynamic range and
temporal resolution, enabling us to capture dust clouds and stars with V-band magnitudes between 5.3 and 14.2 (see Fig. 7-
[a]), even against the bright background of a full moon night. The gas cloud structures in our image show a clear correlation
with those seen in Hubble Space Telescope optical images, Fig. 7-[b]. We generated the neuromorphic image by accumulating
events over a 200 ms window and applied false color mapping, with red representing positive events and green representing
negative events.
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(a) (b) (c)

Photometry Aperture

Background Annulus

Fig. 6 Photometric analysis of the star field containing HILTNER 600: (a) A composite image of the star field containing HILTNER 600 was
produced by stacking frames constructed by accumulating events over a 1s duration. Using star localization and aperture photometry techniques,
10 stars were identified within this field. (b) A plot of computed flux using a neuromorphic camera compared against the flux obtained from the
GAIA database for Johnson V, B, and R bands, showing a linear relationship. (c) The percentage error in the computed star magnitudes, derived
from the flux measurements, was compared to the star magnitudes retrieved from GAIA DR3.

(a) (b)

A A
B B

C C
D D

E E

Gas Clouds

Gas Clouds

HD 37041 HD 37041

F F

Vega: ~ 0.0

Faint star: ~ 13

4.16'

2.34'

4.16'

2.34'

Faint star: ~ 13

Betelgeuse: ~ 0.5

(c) (d)

Fig. 7 High dynamic range of neuromorphic camera: (a) Image of the Trapezium cluster formed by accumulating events in 200ms window from
the neuromorphic camera with a slewing telescope, where red represents positive events and green indicates negative vents. (b) Optical image of the
Trapezium star cluster observed through the Hubble Space Telescope [86]. (c) Image of Vega and a nearby faint star, ∼ 200′′ apart, demonstrating
a dynamic range exceeding 100dB. (d) High dynamic imaging of star Betelgeuse, with a neighbouring faint star visible at roughly ∼ 170′′ distance.

Slewing the telescope enhances contrast by creating subtle variations in brightness, which, when combined with atmo-
spheric tip-tilt effects, helps to reveal faint gas clouds in the Trapezium region more clearly. This dynamic contrast change
allows for the faster detection of faint objects, a capability that fixed frame rate cameras lack. Fixed frame rate cameras suf-
fer from motion blur during slewing, whereas neuromorphic cameras can capture rapid variations, increasing the likelihood
of detecting subtle features. A neuromorphic camera offers a dynamic range exceeding 100 dB, which can simultaneously
capture bright and faint sources in a scene. Very bright stars such as Vega, of ∼ zero magnitudes and Betelgeuse, of ∼ 0.5
magnitudes, are surrounded by much fainter stars. With their limited dynamic range, conventional cameras struggle to detect
these faint stars when they lie within about 4′ of the bright stars due to a brighter background. Our observations in tracking
mode allowed us to detect faint stars as close as approximately 200′′ from Vega and 170′′ from Betelgeuse. Since astrometry
becomes challenging when only two stars are present in the FoV, we searched within these defined radii for the brightest
stars. However, the brightest stars we identified in these regions were magnitude 13, yielding a flux ratio of the order of 105,
confirming a dynamic range greater than 100 dB.
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4.3 High Temporal Resolution Results

Moving objects such as satellites, debris, and meteoroids exhibit variable brightness levels in their orbits, which poses
challenges for conventional frame-based cameras with fixed temporal resolution. Faint and fast-moving objects often result in
motion blur, and reducing the integration time to mitigate this effect requires increasing the camera gain, leading to higher
sensor noise levels. In contrast, neuromorphic cameras excel at capturing moving objects by detecting positive and negative
events as they traverse the sensor. Our study integrated a neuromorphic camera onto a 200 mm Dobsonian telescope and
deployed it over Bengaluru (latitude 12.9716° N, longitude 77.5946° E, altitude ∼ 920 meters above mean sea level) to capture
high temporal resolution of satellite imaging and potential meteorite detections.

4.3.1 Satellite Imaging

Using a neuromorphic camera, we successfully imaged the International Space Station (ISS) and the Atlas Centaur-2 Rocket
Body (R/B) without motion blur by tracking their motion across our FoV (see Fig. 8). Due to suboptimal seeing conditions
in Bengaluru, we could not capture extremely faint celestial bodies. Moreover, the neuromorphic camera’s pixel design causes
negative events to be slower than positive events, resulting in their prolonged presence in the frame. To accurately track these
fast-moving objects, we reconstructed the event data using only positive events at two integration times: 2ms (equivalent to
500fps), which effectively minimized motion blur, and 16.67ms (equivalent to CCD’s 60 fps), which resulted in noticeable
motion blur effects.

(a) (c)

(b) (d)

Fig. 8 The high temporal resolution of the neuromorphic camera is demonstrated through two observational cases. (a) and (b) show the ISS
imaged at 23:38:42 UTC on April 14, 2024, with brightness levels ranging from -2.5 to 2.2. Reconstructions of the ISS were generated using positive
events, with images obtained at 500 fps in (a) and at 60 fps in (b); note the evident motion blur in the 60 fps image (b). Similarly, the Atlas
Centaur-2 R/B was observed at 00:01:46 UTC on April 15, 2024 with brightness levels between 3.4 and 5.2. For this object, reconstructions based
solely on positive events were obtained at 500 fps in (c) and at 60 fps in (d), with pronounced motion blur visible in the 60 fps reconstruction (d).

4.4 Serendipitous Observations of Moon Meteorites

Meteorite impacts on the Moon’s surface are common phenomena, appearing as flashes of light when observed through a
telescope from Earth. The rates of meteorite impact on the lunar surface are uncertain. They are studied extensively to
understand the distribution of meteoroid sizes, which is crucial for evaluating the threat to Earth and spacecraft [87, 88]. The
conventional method of studying lunar impacts involves pointing a telescope at the dark side of the Moon and continuously
recording video at 30 fps. This video is later processed to detect flashes on the Moon’s surface, which typically last less than
0.5 seconds and have a typical travelling speed of 20-70 km/s [89].

We conducted lunar observations using the Gen4.1 neuromorphic camera mounted on a 200 mm Dobsonian telescope in
Bengaluru. During these sessions, we serendipitously detected light trails traversing the camera’s FoV. To determine whether
these trails were due to meteoroids impacting the Moon, Earth-grazing meteors, or satellites orbiting the Moon, we analyzed
the angular speeds of the objects. Objects close to Earth would exhibit higher angular velocities compared to those near the
Moon. As shown in Fig. 9 (a-d), the average angular velocity of these objects was ∼ 50 arc-second/s, corresponding to a
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linear velocity of about 100 km/s near the lunar surface, suggesting that they could be meteoroids passing near the Moon.
In contrast, the objects depicted in Fig. 9 (e-h) exhibited significantly higher angular velocities, indicating they might be
meteoroids passing closer to Earth’s surface.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Meteorite

Meteorite

Meteorite

Meteorite

Fig. 9 Meteorite Snapshots: Snapshots of a potential meteorite passing over the Moon were taken on February 12, 2024, at 13:52:01 UTC. Panels
(a), (b), (c), and (d) depict the sequence of the meteorite’s trajectory near the Moon. Additional snapshots were taken on February 13, 2024, at
14:21:01 UTC, capturing a potential meteorite passing close to Earth. Panels (e), (f), (g), and (h) illustrate this sequence. Each frame was formed
by accumulating events over a 400 ms interval, with positive events displayed in yellow and negative events in blue.
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5 Discussions

The neuromorphic camera functions asynchronously at each pixel and processes data on a logarithmic scale, delivering high
temporal resolution and dynamic range. Our observations employed a moderately large (1300 mm) and a small aperture
(200 mm) telescope to capture a broad spectrum of celestial objects, including bright stars, faint entities, and objects
with significant apparent motion. We successfully imaged the faint gas clouds of the Trapezium star cluster with a 200
ms accumulation time on a full moon night. We tracked fast-moving satellites and debris using a 2 ms accumulation time
without motion blur. The neuromorphic camera provides an event-driven data rate that is adjustable through On/Off bias
settings, offering flexibility in data acquisition. Its compact form factor and low power consumption make it suitable for
long astronomical observations, without extra cooling hardware. This contrasts with CCD cameras, which require 60-80W
of power for cooling to manage noise levels.

We demonstrated the feasibility of performing photometry and astrometry using established astronomical techniques by
converting event data into frames. Our photometric measurements showed a linear relationship for faint objects with V-band
magnitudes ranging from 10 to 16.25. While we employed conventional photometric tools, standard calibrations such as bias,
dark, and flat frames which are typically used with frame-based cameras were not applied. The principle of operation of
neuromorphic camera is different from conventional sensors and necessitates different calibration approach for accurate data
analysis.

The neuromorphic camera offers significant potential for a wide range of astronomical applications. Our results, including
the unexpected observation of a meteoroid passing close to the lunar surface, highlight that neuromorphic camera excels
in capturing transient and dynamic events. This capability is particularly valuable for studying binary stars, supernovae,
asteroids and comets, precisely observing Jupiter’s moon occultations, and investigating meteorite impacts. Neuromorphic
cameras can be used to support adaptive optics for atmospheric correction and enhance speckle imaging techniques. Also, it
is well-suited for accurate timing measurements of pulsars and variable stars.

CCD cameras provide high-resolution images of static objects, while neuromorphic cameras excel in capturing transient
events. Integrating data from both sensors can provide high contrast imaging capabilities. The neuromorphic camera can
also effectively address the challenge of satellite interference in night sky observations due to its high temporal resolution.
Its ability to detect and track fast-moving objects enables it to identify approaching satellites within its FoV. Provided that
a neuromorphic camera is developed with a sufficiently wide FoV, it can quickly detect an approaching satellite, signaling
closing of shutter for conventional camera, thus preventing data corruption and enhancing the reliability of continuous night
sky imaging.

The neuromorphic camera is a cutting-edge technology with significant, yet largely unexplored, potential in astronomy.
While it has proven its worth in fields such as robotics and automated vehicles, our preliminary findings highlight its promising
applications for astronomical research. The camera’s ability to capture dynamic and transient celestial phenomena suggests it
could offer unique advantages. We hope to inspire the astronomy community to further investigate and adopt this technology
by presenting these initial results. Future efforts should focus on developing effective calibration techniques and specialized
algorithms to improve data analysis. As research progresses, neuromorphic cameras could transform our ability to observe
and interpret dynamic astronomical events, leading to deeper and more detailed insights into the cosmos.
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